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Abstract This article addresses a design of an apposite system which provides a
supportive hand for hearing and speaking challenged person to expediently commu-
nicate with normal people. Normally, a sign language is adopted by them for their
communication which needs an interpreter to convert into user’s understandable
language. The proposed system is used for converting the sign language into voice
and text and vice versa. The idea of the proposed project is to come up with a device
that captures the gestures and converts it to voice output as well as in text output
and also to capture the voice by speech recognition module and convert it to corre-
sponding sign language by displaying on a screen with the help of various elements
like microphone, camera, sign language database and display unit. For the general-
purpose indoor implementation, a facial expression recognition system can also be
additionally included.

Keywords Sign language · Interpreter · Speech recognition · Communicate ·
Gesture recognition · Facial expression recognition

1 Introduction

Earlier, it was very difficult for the deaf/dumb to communicate with a normal person
because of the lack of a proper sign language and ease of understanding. But after the
advent of sign language, the deaf/dumb now, are able to communicate not only with
similarly placed, but also with normal people. At times, it is difficult to communicate
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with normal people since, and it is not necessary that all the people whom they come
across is acquainted with the sign language to understand what the deaf/dumb has to
say. This is called as unintentional misunderstanding [1, 2]. In such cases, they have
to hire an interpreter who can interpret their sign language and convert into speech for
normal person to understand and vice versa. Still, there are some fallacies occurring
in sign interpretation, predominantly in the field of business and transactions. To
overcome this, we have an electronic interpretation device to stand by the deaf/dumb,
so that they can communicate with ease. This would go a long way in establishing
effective and reliable communication with the deaf/dumb and normal person without
having to approach an interpreter.

Any movement of the hand or change in face that expresses a thought, emotion,
feeling or reaction can be defined as a gesture such as: eyebrows movement and
raising soldier are normal behavior used in our daily life. Sign language is a systematic
and defined communicationmethod inwhich eachword or letter is assigned a specific
gesture [3]. Here, a motion capture system is used for sign language conversion and
a speech recognition system is used for speech conversion [4].

This idea can be executed using two different implementations, namely indoor
and outdoor. Indoor module consists of facial expression recognition system. The
only major issue will be collecting the list of all the words with their sign language.
Creating the database is themost difficult task. Since there aremanyways to interpret
sign language, different possibilities can be used to design the system.

Facial expression recognition or emotion detection systems include three steps:
face detection, feature extraction and facial expression recognition [5, 6]. The face
detection algorithm for this system is based on the work of Viola and Jones. They
proposed a face detection framework that can process images very fast and achieve
high detection rates [7]. The database used is the most comprehensively tested
Cohn Kanade database for a comparative study of the facial expression and emotion
database [8]. Also, a local binary pattern is used for analyzing attitude emotions and
textures [9, 10]. In addition, Microsoft’s Kinect sensor XBOX 360 includes motion
capture technology that can convert signatures to voice, and the camera decides to
use it for scene capture.

2 Earlier and Current Issues

Earlier project of text-to-sign language conversion was limited the output to the
PC base module and no portability [8]. A fact to be known is that sign language
interpreters have cognitive abilities, perceptual skills and other characteristics that
make them unique from others [11]. Further, there are about 12.3 million people
having moderate to complete hearing loss in India, but we have only around 25,000
interpreters. Only a part of these deaf people (about 4.5 million) would not be able
to succeed in a school for hearing people, whereas they can obtain education in
special schools for deaf. They would then be introduced to sign language which
might become part of life of the deaf and dumb community. A statistical analysis
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reveals that around 478 govt. running school and 372 private schools receive fund
from govt. agency for development of deaf children in India using oral approach
rather than sign language [12].

Worse situation found in rural part of developing country is where the CODAdoes
not receive an education due the distance. They have to struggle to attend the school
and also to the need towork at home.Many deaf andmute people are talented atmany
fields in spite of their disability to speak or hear. The various fields include business,
biology, psychology, arts, science, mathematics and computer, etc. Presently, there is
a need for qualified interpreters in medical fields, businesses and offices for making
the language translation easier.

Children of deaf adults, called as CODAs, often serve as interpreters in most
parts of the world. However, in many developing countries, CODAs are either not
qualified or reluctant to work as interpreters due to their inevitability. Another issue
is dependency of the deaf parents on their parent or on relative, for nurturing care and
education of their children. In this case, the children do not get proper education and
even fundamental requirements. Also, many CODAs do not admit that they possess
deaf parents due to the fear of discrimination and uncertain problems that might arise
upon revelation [12].

3 Proposed Work

This paper describes two implementations namely indoor and outdoor. The indoor
module contains additional features such as facial expression recognition and lip
reading (optional) formore accurate results alongwith camera,microphone, speakers
and display unit. By introducing this device for sign language interpretation, we can
overcome the discrimination and difficulties that a deaf or mute person faces in the
society while communicating with a hearing person. The deaf and mute community
calls a normal person as “hearing person.” The device would consist of a database of
sign language visuals like animation [13] and the corresponding word display. The
intermediate module would be the converter depending upon the process that is to
be carried out.

The database of the sign language can be bifurcated to be used by different kinds
of people, like for kids, smart class and schools for learning purposes with the help
of smart screens and projectors. They can get educated along with normal children
in normal schools and avoid going to special schools where people only of similar
kind are enrolled. A universal language for example English can be used at an initial
level. Depending upon the usage and purpose of application, it can be developed in
other languages for better understanding. Regular updates by means of apps can be
launched for updated and modified version of the sign language conversion tool.
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4 System Model

This section presents the system model which comprises: voice input to sign input,
sign input to voice input and facial expression recognition.

• Module I

The first module, as shown in Fig. 1, consists of a speech recognition device,
the database containing the video content to various actions in sign language, the
matching device that converts the corresponding audio to respective video (sign
language) and the output display unit. The sign language animations and symbols
are loaded to the database of the device. When the mic captures the audio of a
normal person, it gets converted to text internally and that will be matched with
the corresponding interpreted sign output in the database. This converted output,
i.e., thematched output, will be displayed on the display screen. An adaptive noise
canceling microphone system is used here to capture the voice.

Speech Recognition

We can either make use the design of Kaldi which is a free open-source toolkit
for the purpose of speech recognition [14, 15]. Kaldi gives us a speech recogni-
tion system which is based on finite-state transducers (using the freely available
OpenFst), together along with the detailed documentation and scripts for creating
a complete recognition system. The only issue is that it gives only a considerable
level of product satisfaction. Another idea is to use google speech recognition system
which is comparatively quick and also easy which makes use of the IOT concept.
There are various approaches for speech recognition as follows:

• Template: An unknown speech is compared with a set of pre-recorded words and
alphabets (templates) to find the best match.

• Knowledge: A robust knowledge about variations in speech is hand coded into a
system so that recognition is facilitated.

• Statistical: This is the method by which variations in speech are modeled statisti-
cally, using automatic, statistical learning procedure, typically the hiddenMarkov
models, or HMM. This method is usually tedious and not up to the level of
satisfaction.

Fig. 1 Speech-to-sign
conversion module
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• Learning: Machine learningmethods could be introduced such as neural networks
and genetic algorithm/programming in order to overcome the disadvantage of the
HMMs.

• Artificial Intelligence: The artificial intelligence approach attempts to mechanize
the recognition procedure according to the way a person is applying his/her intel-
ligence in visualizing, analyzing and finally making a decision on the measured
acoustic features or data.

• CMU Sphinx: CMU Sphinx, is also called as Sphinx in short, is the general
name of speech recognition systems which are developed at Carnegie Mellon
University. There are three speech recognizers from Sphinx 2 to 4 and an acoustic
model trainer which is Sphinx Train. In this project, Sphinx 4 can be used. It
purely depends on the quality of output required, that we make the choice of the
appropriate speech recognition tool. There are various sub-modules of the Sphinx.

Database

Words for speech recognition, images and motions (videos) of sign language all
together create the database for the product.

Display Unit

The display unit is an ordinary screen like led display or a normal smart device like
smart phone or iPad. The output this module will be displayed as animated video or
still images demonstrated in Fig. 2 and Fig. 3, respectively.

Fig. 2 Animated sign language output
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Fig. 3 Animated sign
converted output

• Module II

The second module, shown in Fig. 4, the same device consists of depth camera, the
database of speech audios matched to a corresponding sign or gesture of hands or
body and finally an output speaker. The IR depth camera and its associated gesture
recognition camera are depicted in Fig. 5 and Fig. 6, respectively. The sign gestures
of the dumb person is captured by the depth camera and matched with the available
database of voice audios and when the match to the action is found, the respective
audio is played in the speakers.

Fig. 4 Sign-to-speech
conversion module

Fig. 5 IR depth camera
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Fig. 6 Gesture recognition
using camera

Camera

The Microsoft Kinect Sensor XBOX 360 was chosen to capture the technical and
motion capture capabilities of converting signals to voice. Google Speech Recog-
nition is used to convert speech into signatures. For android-based programs, only
Google voice recognition is available.

Finally, you can combine the two components in Java by choosing the speech
recognition program CMU Sphinx. The converter can also be configured and written
in Java. Finally, a Java-based program can be written that are capable of speech
recognition and motion capture. One can use this program to convert the two to
each other. As a result, hearing-impaired people can easily talk to ordinary people in
sign language in front of a suitable camera, and people behind the screen can easily
understand it even if they cannot sign language. The reverse is also true.

Microsoft Kinect XBOX 360TM was released by Microsoft with various sensors
within. There are three sensors such as depth, audio and RGB as shown in Fig. 5.
The various sensors are engaged to detect movements and recognize bodily gesture
and sound. This is also widely used in robotics and action recognition for creative
designing in games [3].

Features

Figure 6 illustrates the gesture recognition using camera. The features of IR depth
camera are divided into four parts:

• Part A is also called a depth sensor or 3D sensor. The combination of an infrared
laser projector and CMOS sensor allows the Kinect sensor to process 3D scenes
in ambient lighting conditions. Using infrared light from the projector in the area
of consideration, the sensor receives reflections from various objects in the scene.
The depth map correctly specifies the distance between the object’s surface and
the point visible to the camera. This is called time-of-flight because it sets up
the depth map of the scene, taking into account the amount of time it takes light
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reflected off an object from the sensor view to return to the light source. The
optimal depth range for the sensor is 1.2–2.5 m.

• Part B is a 32-bit and high-resolution RGB camera. It has the ability to create a
two-dimensional color video of a scene.

• Part C is called motor tilt, which is primarily related to the field of view.
• Part D includes a microphone. It is on a horizontal bar. This is the 4 microphone

array. It is useful for environmental noise suppression, correct speech recognition
and echo cancelation.

Voice Output

Miniaturized speakers are used so that it becomes handy and portable for the person
and gives a level of comfort. These speakers are manufactured in smaller sizes than
a normal loud speaker yet providing louder output tone.

• Module III

Themodule 3, shown in Fig. 7 comprises of facial expression recognition system. The
interaction between human and computer can be made effective if the computer can
recognize the emotional state of a human being. Information regarding a person’s
emotion is expressed in terms of facial expression. Hence, recognizing the facial
expressions will let us know something about the emotional state of the person.
However, it is hard to categorize facial expressions from normal images. In this
problem neural network may be suitable because it can be used to improve its perfor-
mance. Moreover, it is not necessary to know much about the features of the facial
expressions to build the system.

An image containing a human face with an expression in the size of 96× 72 pixels
can be used as the input to the system. On an average there are 6 outputs representing
each facial expression (with further advancements more expressions can be loaded
depending upon usage). Each number represents a facial expression (smile, angry,

Fig. 7 Facial expression
recognition module
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Fig. 8 The facial expression for: a sadness, b happiness and c reaction “who?”

fear, disgust, sadness, surprise). If that facial expression is present in the memory,
then the number is 1 (one), and if not, it is 0 (zero) [6].

Facial Expression Recognition

A few examples of various facial expressions are explained as follows:

• Sadness: In Fig. 8a, this expression is to slightly lower the corners of the lips while
raising the inner eyebrows. Darwin described this expression with a look that did
not want to cry. The lower lip is lowered because the upper lip control is larger
than the lower lip control. When a person cries and screams, close their eyes to
protect them from the build-up of blood pressure in their face. So when I have the
urge to cry and want to stop, I try to raise my eyebrows without closing my eyes.

• Happiness: This expression usually involves a smile: both corner of the mouth
rising, shown in Fig. 8b.

• A question such as-Who?: This expression, Fig. 8c, is obtained as a result of
inverted v-shaped eyebrows and curvy mouth with hand in the shape as shown in
the picture

5 Implementation

(1) Implementation 1

The first method is to make a handy device like a wearable chain where the
locket consists of the miniaturized camera, microphone, speaker and a memory
device for the database. The output unit will be a display unit in the form screen
either a smart phone or an iPad or a unique special purpose display screen.
This display unit is also miniaturized one for portability and easy handling.
The person wears the chain and activates the device, the device starts sensing
the gesture made by the deaf or dumb person’s hand (in front of the camera),
and the gesture recognition system comes to work and translates the sign to
corresponding voice output. Thus, this establishes a conversation between the
deaf or mute person and a hearing person so that the sign is translated to voice.
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Now, if the deaf or mute person has to understand the normal person, he/she
activated the device for speech recognition.

(2) Implementation 2

The second method is for indoor purpose where the device along with facial
expression recognition system is installed at a particular location inside the room
(e.g., classroom). This method is exclusively for the classroom purpose.

6 Conclusion

This article presented the interpreter which can be used in a closed room or outside.
Also, this device can be used for smart classes, library and public utility services like
airport, bus stations, railway stations, hospitals, Internet hubs, hotels, restaurants,
malls and offices. This could be more beneficial for communication at schools for
the deaf/dumb so that they can feel themselves on par with normal person. Deaf
and mute children are prone to be looked down upon by normal children, thereby
creating an inferiority complex among themselves. This can be avoided by using
the interpretational device which will remove the barrier of emotional differences
between them and a normal child. Even though they lack the power to hear and speak,
they are multiskilled personalities and excel in their own interests. Their potential
and capability can be discovered to achieve greater heights in life.
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